Building a Fully Connected, Intelligent World
V2 HUAWE]

Pacific Series

Next-Gen Storage for High-Performance
Data Analytics (HPDA)
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HPC Is Benefiting Humankind

Mass data and HPC keep advancing technology and society
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R&D of new drugs

5000 100
days days

Genome
sequencing time

13 1
years day

R&D of new cars

60 24
months months

Weather forecast
accuracy

21.8% 80%



Larger data volumes caused

by emerging services

Higher scalability and lower TCO are required.

4

6 TB
Daily data generated
per device

Genome
sequencing

&

10x
More data in 3D
exploration than 2D

Oil & Gas exploration

%

1PB
Annual data collected
by a single satellite

Satellite remote
sensing

60 TB
Daily training data
generated per car

Autonomous driving

More complex workloads due
to diversified computing power

One storage system must support different types
of workloads.
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Storage system

Efficient data mobility required
by high-performance analytics

Multiple protocols share one copy of data,

eliminating the need for data migration.

Data Data Application

[Py simulation release

HDFS NFS/CIFS S3

Data Data Data
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Migration Migration
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S HPC shifts fr'omcbmpu;ing— to data-intensive
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Next-Gen Storage for HPDA

High-density design

Hybrid workloads-oriented

Multi-protocol interworking
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Capacity models

DceanStor




OceanStor Pacific 9950
= igh-density performanee. model
=Hlign-density perforr -

&

e 5 U, 8 nodes

e 80 disk slots, NVMe SSDs

e 160 GB/s bandwidth, 2 million IOPS




2.5=inch 55D Palm NVMe S5D Half-palm NVMe SSD

Half-palm NVMe SSD
Smaller cross-sectional area for higher density

Common heat spreader

Carbon fiber pad + vapor chamber heat Horizontal backplane design for A well-ventilated channel for
spreader for efficient heat dissipation extremely low wind resistance unobstructed airflow
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OceanStor Pacific 995

« Back-end 100GE « PCle 4.0
e Front-end 100GE, 100 Gbit/s IB « RDMA networking
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« Passthrough of large 1/Os,
aggregation of small I/Os




E2E NVMe Flash Design Delivers
Unprecedentedly High Performance

32 GBps/U 400,000 IOPS/U
24 GBps/U
250,000 IOPS/U
62,500 IOPS/U
3.75 GBps/U

All-flash All-flash OceanStor All-flash All-flash OceanStor
nodes from nodes from Pacific nodes from nodes from Pacific

vendor E vendor D 9950 vendor E vendor N 9950

* 30% bandwidth/U * 60% IOPS/U



OceanStor Pacific 9550

High-density capacity model

QceanStor

Bidirectional drawer slide
50% increase in space between disks, 30% increase
in heat dissipation, and bidirectional maintainability

« 5 U, 120 disk slots, 3.5-inch SATA disks

« 1.68 PB raw capacity

» Elastic EC

Tank chain + Flexible cable
Non-disruptive, independent disk maintenance



Higher Density for Better
Space Utilization

108 disks in 12 U

24 disks/U
120 disks in5 U
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General-purpose server OceanStor Pacific 9550 Industry Vendor E Huawei

1 ChaSSiS - 3 nOdes 2.67X density ‘ 62.50/0 space reduction



QOceanStor Pacific 9550

High-density capacity model

Vapor chamber haal apreader

B1.6T

Commaon heat spreader

Dual-layer air channel

Carbon fiber pad + VC heat spreader Aviation-level counter-rotating fans Dual-layer air channel

20% increase in heat dissipation, 11°C Higher impedance resistance and Higher impedance resistance and
decrease in CPU temperature larger air volume larger air volume



3,360 = 7 million
512 GB mobile phones CDR entries
840 2 560,000

4K feature films genome profiles

OceanStor Pacific 9550

Larger Capacity for
Mass Data

33% 67% 91.6%
Ceph copy Hadoop EC Huawei elastic EC
1.68 PB 2.7X
raw capacity disk utilization



I Hybrid Workloads-Oriented

All-scenario acceleration




Next-gen parallel file system

Support for bandwidth- and 1/O-intensive workloads

/s

Distributed parallel client (DPC)

Concurrent access to multiple service nodes for
higher performance




Next-Gen Parallel File System Designed for
Hybrid Workloads

Optimized metadata Separate processing of large Optimized space
mechanism and small I/Os management mechanism
Metadata is distributed to owning storage Large 1/Os are directly written to disks to reduce Large files and 1/Os are managed with consecutive
nodes, eliminating overheads of distributed forwarding. Small I/Os are aggregated at the spaces to improve bandwidth. Small files and I/Os
locking and reducing latency. cache layer and then written to disks to reduce are managed with small-granularity spaces to
interactions and 1/O overheads. prevent read/write amplification and reduce latency.
N1 Large files and I/Os
EE Client - .
N7 N2 File Aindex [ 1mB [ 1MB [ 1™MB | 1MmB |
. DHT ring . small 105 FileBindex [ 1MB | 1MB | 1MB | 1MB |
Large 1/Os (< 256 KB) Datalayout [ 1mB [ 1MB | 1MB | 1MB |
NS N4 (> 256 KB) v
L1 cache
DIO passthrough Small files and I/Os
/ | N l ! File Aindex [ 8KB | 8kB | 8kB | 8KB |
S\ S\ —\ FileBindex [ 8KkB | 8kB | 1MB | 1MB |

m % m Data layout [ 1mB | 1mMB | 1MB [ 1MB |




One System Meets the Workload Requirements
of Multiple Fields in Oil and Gas Exploration

Seismic data processing Seismic data interpretation Seismic data processing  Seismic data interpretation
=] =] =] =] =] 2 (=] =] =]
=] =] =] =] =) (=] =] =] (=]
=] =] =] =] (=] =] (=] = (]
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POSIX NFS/CIFS )) POSIX/MPI NFS/CIFS
D [ ] ]
ata copy — — B
> — ) — .- B
Vendor D Vendor N OceanStor Pacific series
10+ PB capacity 500+ TB capacity EB-level scalability
50+ GB/s bandwidth 600,000+ IOPS 160 GB/s bandwidth and 2 million

IOPS in a 5 U space



DPC

NFS client access mode

NFS
client

TCP
== ==

Storage node Storage node Storage node

~—F

* A single client can only connect to one storage node,

meaning that a single-point performance bottleneck is

likely to occur.

« After data is written, cross-node forwarding is

required, resulting in high latency.

DPC access mode

DPC
l\E)MA
— e =

Storage node Storage node Storage node

« A single client concurrently accesses multiple storage
nodes. 1/O-level load balancing ensures high

performance per client and thread.

« Data is directly distributed to different nodes without

cross-node forwarding, ensuring low latency.



DPC Improves Performance in Various Scenarios

7 7 T
Weather forecast Satellite mapping Supercomputing center

3+ GB/s single-thread 10+ GB/s single-client
performance ensures performance unleashes
satellite data reception. the potential of fat clients.

MPI-IO accelerates weather
data analytics applications.



Multi-Protocol Interworking

Worry-free service evolution

Data simulation Data analytics Data publishing
0 copy 0 copy
of & &
One copy of data,
mlgratlon-free NFS/CIFS/POSIX/MPI HDFS S3
e Support for NFS, CIFS, HDFS, and S3

- . File service HDFS service Object service
e Native interfaces without |

semantic and performance loss ‘\‘:L?/




Multi-Protocol Interworking Improves the R&D Efficiency of Autonomous Driving

64 TB/car/day

()
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Multiple protocols

The entire process involves
multiple protocols, such as NFS,
CIFS, HDFS, and S3.

24 hours

PB-level data needs to be analyzed
within 24 hours.

Hundreds of PB

Hundreds of PB data must be
stored for more than 30 years.

Data import
Within 8 hours

i

l
=
=

S3/NFS

. - Model
Data preprocessing Al model training simulation test
Tens of GB/s bandwidth Millions of OPS, Tens of GB/s
1 ms latency bandwidth
m A
— ====‘
HDFS NFS NFS/CIFS

OceanStor Pacific series

High-density, all-flash pool High-density, large-capacity pool

Efficiency 25% L)

Multi-protocol interworking
enables one storage system to
provide high bandwidth and OPS,
without data copying.

TCO 20% §

Hot and cold data are intelligently
tiered. High-density, large-capacity
hardware reduces the footprint.






Pacific Series

Next-Gen Storage for HPDA

High-density Hybrid workloads- Multi-protocol
design oriented interworking
Overall cost optimization All-scenario acceleration Worry-free service evolution
N
= + ® ] 5 %

Oil & Gas Autonomous Marine Satellite Life Industrial

Supercomputin
exploration driving meteorology mapping science CAE up puting
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% 2D — 3D:5xto 10x Seismic data Seismic data Seismic data Reservoir
Grid density doubled each acquisition processing interpretation simulation
time: 3x to 4x 1
Compute Compute node  Compute node  Compute node Compute node Compute node

10x to 20x data increase but incapable of non-disruptive

capacity expansion cluster DPC DPC DPC
Raw data: 1 to 20 TB/day

Is3
I Process data: 05 to 10 PB NFS/CIFS HDFS POSIX/MPI-IO =

Service bottleneck due to frequent data migrations File system SmartQoS SmartTier SmartQuota Unified mgmt
Multiple cross-cluster data migrations and multiple copies of the :
Il same data, resulting in low resource utilization Hypersap InfoFlow MultiTeritan® P —
Heterogeneous
Large data volume, high concurrency, and frequent . . . migration
human-machine interaction Hardware
Aggregate bandwidth for seismic data processing: 2 to 20 GB/s High-density Balanced model High-density @
performance model\ ¢ / capacity model
[ perpPB - A . Lifecycle mgmt
Backup and archiving
One-time construction and any-time One storage device with automatic N sets -> 1 set, migration-free and easy
1 capacity expansion Z tiering based on data access frequency maintenance
Fully symmetric architecture, small-scale initial Automatic tiering of hot, warm, and cold data, with no impact Seismic data processing/interpretation and reservoir simulation carried

deployment, and linear expansion to thousands of on services and reduced TCO throughout the lifecycle

nodes along with data growth to optimize investment

by the same architecture without data migration, improving

exploration efficiency and reducing data copies
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. . Sample DNA/RNA Data
Genome/person Parallel sequencing: 30+ times collection sequencing Data analytics Data storage distribution

Raw data (~100 GB) + Quality data
3 GB (~300 GB) M > ﬁ > % > g > &

-> Compressed data (~100 GB)

v

Raw data: 100 GB/sample Intermediate data Intermediate data
1 PB/device annually 6 PB/device annually 10 PB/device
Long_term Storage of mass genetic data 1. Data 2. Gene 3. Genome 4. Genome 5. Genome 6. Data archiving/
A sequencer produces 6 TB/40 hours. The intermediate collection conversion assembly alignment annotation distribution
files and results generated in the analysis process are
| .
around 5 times the raw data volume. XXX format FASTQ file FASTQ file BAM/SAM file VCF file XXX file
Large data calculation volume
Genome sequencing requires intensive
 sequencing re . esesese = 3 3
computing instances for 1/O, computing, ) ) '
1 and memory needs. High-performance NAS Blu-ray storage
Storage for 50+ years One data copy throughout the Analytics performance improves
1 Automatic tiering and free mobility of hot, 2 process, migration-free 3 with all-flash + private clients
warm, and cold data The same data copy accessed over different NVMe all-flash storage with 160 GB/s bandwidth
Cold data archived on Blu-ray discs for 50+ years protocols in sequencing, alignment, analysis, per chassis

and display phases 3+ GB/s single-thread bandwidth for the DPC
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Mass data storage

100 TB observation data is collected per day. The
production data reaches tens of PB with hundreds of PB
historical data.

Timeliness and accuracy

8 rounds of calculation are performed per day with 80%
accuracy. Multi-mode concurrent execution is required to

improve accuracy.

Data mobility efficiency

Multiple data imports and exports across depart-
ments and processes result in silos and a serious
waste of resources.

Multiple phases served by one
1 storage system

Collection, preprocessing, mode calculation,
post-processing, and data display served by one
storage system, without data migration

Data collection

Weather
radar

Surface

observation

Upper-air
sounding

Weather
satellite

2

Data
hub

Data assimilation Forecast Weather display

v ==

Observation Initialization Picture ezl serice
data structuring conversion

Observation Data sharing

data gridding

. Data analytics

Variational Numerical

aSSImJ'lanyIS Cloud platform

Production —— Backup ——  Archiving

POSIX M

Pl

Data tiering and archiving without
affecting ongoing services

Automatic tiering of hot, warm, and cold data, with no impact
on services, reduced TCO throughout the lifecycle, and data

OceanStor Pacific series

Parallel analysis of mass data

3 Support for MPI-10, enabling multiple compute nodes
to access the same file and greatly improving analytical
efficiency

archived on Blu-ray discs for 100 years



GPU Traditional -> Al Marine Manufacturing  Oil & gas 3 Satellite remote Life sci 3 Scientific Animation Al
Apphcat'O“ meteorology  simulation ~ exploration sensing 1€ science ! computing rendering
layer ! !
! Mix of large and small files; ! ] Hles: hi
EE;EE Petascale -> Exascale GB-level files; high bandwidth and IOPS high bandwidth and OPS 1 Mass KB-level files; high OPS
Software ) ) :
SAS QLIK KNIME Fluent Ansys Sybyl Gaussian MaterialsStudio Abaqus
Hybrid workload acceleration LSO
Multiple types of workloads and complex /O models require .
pie yp Co plex I/ . a HPC platform Big data and Al platform Cloud platform
the storage system to provide ideal performance in all C t
l scenarios. olmpu & Compute cluster (CPU) Compute cluster (GPU + CPU) Compute cluster (CPU)
ayer
) . E=E==E E===
Multi-tenant service
Services are provided for multiple industry customers at the same High bandWldth & High bandwidth &
E  time, requiring QoS and resource isolation between tenants. . el
Storage H|gh-performance storage pool Cloud computing storage pool
. . yer  EEEE EEE S==c g -
Convergence of traditional HPC, big data,
OceanStor Pacific series OceanStor Pacific series
and Al
Cross-protocol access capabilities improve data processing .
| efficiency of big data and Al convergence services. @ SA?}:\c,th\;i%cj{);taggge
Adaptation to complex workload Flexible data access by multiple Data and load isolation between
1 models of supercomputing 2 applications without data migration 3 tenants
One storage system supports high bandwidth and Interworking between file, HDFS, and object protocols Multi-tenant and QoS capabilities isolate
IOPS, and DPCs support MPI-IO, providing high makes HPDA and Al data access more efficient. service resources and performance.

single-thread and single-client performance.
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for efﬂuent data storage and analytics, higher exploratlon prec15|on and eff|C|ency,
as well as faster business development of oil and gas reserves exploration.
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